Occluded Visible-Infrared Person Re-Identification

Yujian Feng, Yimu Ji, Fei Wu, Guangwei Gao, Senior Member, IEEE, Yang Gao, Tianliang Liu, Shangdong Liu, Xiao-Yuan Jing, and Jiebo Luo, Fellow, IEEE

Abstract—Visible-infrared person re-identification (VI-ReID) aims to match person images between the visible and near-infrared modalities. Previous VI-ReID methods are based on holistic pedestrian images and achieve excellent performance. However, in real-world scenarios, images captured by visible and near-infrared cameras usually contain occlusions. The performance of these methods degrades significantly due to the loss of information of discriminative features from the occlusion of the images. We define visible-infrared person re-identification in this occlusion scene as Occluded VI-ReID, where only partial content information of pedestrian images can be used to match images of different modalities from different cameras. In this paper, we propose a matching framework for occlusion scenes, which contains a local feature enhance module (LFEM) and a modality information fusion module (MIFM). LFEM adopts Transformer to learn features of each modality, and adjusts the importance of patches to enhance the representation ability of local features of the non-occluded areas. MIFM utilizes a co-attention mechanism to infer the correlation between each image for reducing the difference between modalities. We construct two occluded VI-ReID datasets, namely Occluded-SYSU-MM01 and Occluded-RegDB datasets.

Our approach outperforms existing state-of-the-art methods on two occlusion datasets, while remains top performance on two holistic datasets.

Index Terms—Occluded Visible-infrared Person Re-identification, Visual Transformer, Co-attention mechanism, Occluded VI-ReID datasets.

I. INTRODUCTION

VISIBLE-INFRARED person re-identification (VI-ReID) [1], [2], [3], [4] aims to identify the same pedestrian captured by visible light and near-infrared cameras under complex scenarios. To match the identity information of a person across modalities, one has to deal with large appearance changes of the person caused by a variety of condition changes including lighting, view angle, and pose. Generally, previous VI-ReID methods [5], [6], [7], [8], [9] used global features or local features of the holistic image as shown in Fig. 1(a) to extract effective feature representations and achieved satisfactory performance.

In real-world scenarios, occlusion is one of the most challenging problems to solve because the loss of information from an image is irreversible. As shown in Fig. 1(b), occlusion is common in crowded public spaces with cluttered backgrounds and may be caused by obstacles such as other people in the scene, car, and chair. When a person is partially occluded, the representations extracted from the whole image might involve ambiguous noise information from the occluded regions. This phenomenon might lead to wrong retrieval results in the model, because the model does not differentiate the occluded and person regions. Traditional occluded ReID methods focus on matching occluded images in visible scenes and achieving nice performance, which cannot effectively identify occluded pedestrians in near-infrared scenes. Therefore, the problem of occluded pedestrian matching between the two modalities needs to be well studied. We call this scenario Occluded VI-ReID.

Occluded VI-ReID is widely present in the field of police reconnaissance. For example, in case of an investigation, criminals often commit crimes at night and obscure their bodies through obstacles, so the cameras often capture near-infrared occluded images of criminals. The police need to obtain the identity information of pedestrians from the gallery (visible light images/near-infrared images) by matching the probe (near-infrared images/visible light images) of pedestrians. However, the probe images captured by the camera is occluded as shown in Fig. 1(c). The police gallery database includes non-occluded visible and near-infrared images of pedestrians as shown in Fig. 1(d). Therefore, it is necessary to study the Occluded VI ReID to improve the pedestrian matching effect under the two modalities.
There are two challenges in the Occluded Vi-ReID scenario, as follows: 1) since the pedestrian image only contains partial information, e.g., the pedestrian image can only be observed in the lower body position and the more obvious parts of the upper body are occluded, it is difficult to distinguish the true identity of the pedestrian due to the high similarity of the lower body posture to that of others. 2) similar to Vi-ReID need to mitigate modality differences, Occluded Vi-ReID also needs to reduce the difference between visible light images and near-infrared images captured by different cameras to improve the performance of the model. In addition, compared to Vi-ReID, in Occluded VI-ReID, the modality information of the image is missing due to occluded regions, which makes the difference between modalities become irregular and asymmetric, i.e., the size and location of the modality information in the non-occluded region is inconsistent. Table I lists the results of three representative Vi-ReID methods (AGW [10], CM-NAS [11] and CAJ [12]) on the non-occluded dataset (SYSU-MM01 [3]) and occluded dataset (Occluded-SYSU-MM01). Compared with the performance on the SYSU-MM01 dataset, we can observe that the performance of these methods decreases significantly on Rank-1 (R1) and mAP in the occluded dataset. Details about experimental results will be introduced in Section IV.

To tackle these two challenges in Occluded VI-ReID, we propose two strategies to enhance the Occluded VI-ReID performance, including: (1) In the feature extraction stage, the model should pay more attention to the non-occluded part and obtain saliency representations of local features. (2) Facing the modality gap, the model tries to reduce modality differences by mining intra-modal feature representations and exchanging inter-modal information. In this paper, based on two strategies, we propose a matching framework consisting of two parts, local feature enhancement module (LFEM) and modality information fusion module (MIFM).

Specifically, LFEM adopts Transformer [13], [14], [15] to extract patches, regards patches as local features and the set of all patches are regarded as global feature. To focus on the non-occluded areas, LFEM first adjusts the importance of each local feature by generating an attention weight based on the similarity between each local feature and the global feature. Then, LFEM learns static contextual representations of local features and obtains dynamic attention matrix, correlating static and dynamic contextual representations to obtain saliency representations of local features. Therefore, each local feature can autonomously generate a contextual feature representation, which enhances the saliency of non-occluded semantic regions and compresses noise and interference in occluded regions.

Meanwhile, MIFM has been proposed to alleviate the difference between the visible and near-infrared modalities. MIFM first constructs the dense intra-modality interaction mechanisms (visible-to-visible or infrared-to-infrared) by multi-head self-attention mechanism [13], [14], [15] to mine intra-modality feature representations. Then, we utilize an inter-modality interaction mechanism that uses a single token of each modality as a query to exchange information with other modalities to fuse the information from the features between the modalities. In this way, the ability to fuse the feature representations of the two modalities is improved by taking into account the dense symmetric interaction between the images of the two modalities.

The main contribution of this paper can be summarized as follows:

1) To the best of our knowledge, we first focus on Occluded Vi-ReID and introduce a matching framework including the local feature enhancement module (LFEM) and the modality information fusion module (MIFM) for occlusion scenes.
2) To simulate the occlusion environment in the real-world, we propose two occluded datasets (Occluded-SYSU-MM01 and Occluded-RegDB), and experimental results demonstrate that our approach outperforms the state-of-the-arts by a large margin.

II. RELATED WORKS

A. Visible-Infrared Person Re-Identification

Visible-infrared person re-identification (Vi-ReID) is designed to match a query of one modality with a gallery set of another modality, i.e., visible modality and near-infrared modality. The two main difficulties in Vi-ReID are the inter-modality differences in images due to the different imaging mechanisms of visible and near-infrared cameras, and the intra-modality variations resulting from the camera viewing changes.

To tackle a challenge caused by modality discrepancy and alleviate the intra-modality variations, Ye et al. [5], [6] proposed global feature learning to handle inter-modality difference and intra-modality variation, enhance the discriminative power of features. Lu et al. [8] explored the potential of both the
modality-shared information and the modality-specific characteristics to improve the performance. Wu et al. [16] discovered cross-modality nuances in different patterns which introduced a modality alleviation module and a pattern alignment module. Wu et al. [17] exploited same-modality similarity as the constraint to guide the learning of cross-modality similarity. Chen et al. [18] utilized the structural and positional information to learn semantic-aware sharable modality features. Zhao et al. [19] learned the color-irrelevant features and aligns the identity-level feature distributions. Park et al. [20] encouraged pixel-wise associations between cross-modality local features to facilitate discriminative feature learning. Ye et al. proposed a strong baseline AGW method [10] which utilized the attention mechanism to extract discriminative part-aggregated features. Fu et al. designed the CM-NAS method [11] to study the manually designed architectures, and identify that appropriately separated Batch Normalization layers. Ye et al. proposed the CAJ method [12] to simultaneously handle the intra and cross-modality variations by enhancing channel-mixed learning strategy.

However, these previous methods did not consider a situation where various obstructions occlude the target person e.g., tree, cars, railing, and another person in visible and near-infrared cameras. As shown in Table I, we observed a significant decrease in the results of these methods. In this paper, we first focus on Occluded VI-ReID task and propose an effective approach for solving the retrieval problem when pedestrians are occluded.

B. Occluded Person Re-Identification

In real-world scenarios, occlusion occurs when only partial regions of the target person are available for person re-identification (ReID). Occluded person ReID aims to match the occluded probe image with the holistic image of the gallery [21], [22], [23], [24], [25]. In recent years, in the visible light modality, there have been some methods to deal with the occluded person re-identification problem. Zheng et al. [26] proposed a local patch-level matching mode and a global part-based matching to address the partial ReID problem. He et al. [27] exploited dictionary learning to calculate the similarity between different spatial feature maps. He et al. [28] learned correspondence between image patches without any additional part-level supervision. Gao et al. [29] employed a texture alignment scheme with semantic visibility and designed a human pose-based partial region alignment scheme to solve the occlusion problem. Zhuo et al. [30] designed a co-saliency network and a cross-domain simulator to highlight meaningful parts. Miao et al. [31] introduced pose-guided feature alignment to disentangle the useful information from the occlusion noise. Jia et al. [32] measured image similarity by automatically disentangling the representations of undefined semantic components. Li et al. [33] utilized Transformer encoder-decoder architecture to diverse part discovery. Although these methods are excellent for the task of pedestrian image occlusion in visible scenarios, they are designed for single-modality scenes and can not be directly generalized to cross-modality scenarios. In this paper, we focus on Occluded VI-ReID task and propose a matching framework to address the pedestrian re-identification problem in visible and near-infrared scenarios.

C. Visual Transformer

Transformer structure is initially proposed to handle sequential data the field of natural language processing in [13]. Recently, many studies also show its effectiveness for vision tasks [14], [34], [35], [36], [37], [38], [39]. ViT [14] adopted pure Transformer and achieves excellent performance in image classification. IPT [35] takes advantage of transformers to achieve state-of-the-art performance by using large-scale pre-training on a number of image processing tasks. Bert [34] is designed to pre-train deep bidirectional representations from unlabeled text by jointly conditioning on both left and right context in all layers. Li et al. [36] utilized contextual information between input keys to guide the learning of dynamic attention matrices to enhance visual representations. In this paper, we utilize ViT [14] structure to preserve semantic and detail information from a global view for each single modality in Occluded VI-ReID task.

UniT [40] model encodes each input modality with an encoder and makes predictions on each task with a shared decoder over the encoded input representations. [41] proposed framework, which separates the person picture into several regions to match the linguistic referring words with visual-language co-attention. [42] designed a discriminative triad through which a query can be converted into one or multiple discriminative triads in a very scalable way. Compared to [40], [41], [42], our approach constructs the dense intra-modality interaction mechanisms to mine intra-modality feature representations, and utilizes an inter-modality interaction mechanism to fuse the information from the features between the modalities.

III. OUR APPROACH

In this section, we introduce the proposed framework for Occluded VI-ReID. Firstly, we give a brief overview of the network architecture. Secondly, we present local feature enhance module (LFEM) to enhance the saliency representation of local features for each modality. The modality information fusion module (MIFM) is introduced to reduce difference between modalities. Finally, we propose a total loss function for optimizing the parameters of our framework.

A. Overview

The overview of our approach in presented as shown in Fig. 2. Firstly, visible and near-infrared images are fed into a two-stream feature extraction module consisting of ResNet50 [43] pre-trained by ImageNet [44] to extract features, obtaining visible features $X_{vis}^{cn}$ and near-infrared features $X_{inf}^{cn}$. $X_{vis}^{cn}$ and $X_{inf}^{cn}$ are fed to the transformer encoder, and $X_{vis}=\{x_{vis}^{1}, x_{vis}^{2}, \ldots, x_{vis}^{n}\}$ and $X_{inf}=\{x_{inf}^{1}, x_{inf}^{2}, \ldots, x_{inf}^{n}\}$ are obtained. $n$ is the number of patches in an image. Secondly, the $X_{vis}$ and $X_{inf}$ are fed into local feature enhance module (LFEM) to obtain saliency enhancement feature representations $\hat{X}_{vis}$ and $\hat{X}_{inf}$. Meanwhile, modality information fusion module (MIFM) utilizes $X_{vis}$ and $X_{inf}$ to construct intra-modality
Fig. 2. Illustration of our proposed framework, which contains four components: feature extraction module, local feature enhance module (LFEM), modality information fusion module (MIFM) and total loss.

Fig. 3. Illustration of our proposed local feature enhance module (LFEM) for visible modality, which enhances the saliency representation of local features from non-occluded regions. The same process is adopted for infrared modality.

and inter-modality interactions to obtain \( X^{\text{vis}}_{\text{inter}} \) and \( X^{\text{inf}}_{\text{inter}} \). Finally, features from LFEM and MIFM outputs are aggregated together and fed into the total loss function.

### B. Local Feature Enhance Module

As shown in Fig. 3, we first define and calculate the feature strength of each patch by utilizing the information from all patches, then select the patch in the non-occluded area through the designed matching strategy, and finally fuse the information of multiple patches to obtain discriminative local features.

Firstly, for visible modality images, given the feature patches \( X^{\text{vis}} = \{x^{\text{vis}}_1, x^{\text{vis}}_2, \ldots, x^{\text{vis}}_n\} \) by Transformer encoder. We regard patches as local features and the set of all patches are regarded as global feature. Since the image global features are not dominated by occlusion noise, i.e., the feature strength of non-occluded regions is stronger than that of occluded regions, we approximate the global statistical feature strength \( G(X^{\text{vis}}) \) with an average function as follows:

\[
G(X^{\text{vis}}) = \frac{1}{n} \sum_{i=1}^{n} x^{\text{vis}}_i \tag{1}
\]

where \( n \) is the number of patches in an image. \( x^{\text{vis}}_i \) represents the feature patch. Then, to learn the corresponding strength coefficient for each patch, we generate a weight matrix \( A(X^{\text{vis}}) \) by computing the similarity of each patch \( x^{\text{vis}}_i \) and global feature \( G(X^{\text{vis}}) \) as follows:

\[
A(X^{\text{vis}}) = \frac{G(X^{\text{vis}}) \cdot x^{\text{vis}}_i - \mu_c}{\sigma_c + \varepsilon} \tag{2}
\]

where \( \varepsilon \) is a constant added for numerical stability. \( \mu_c \) and \( \sigma_c \) are to prevent the bias magnitude of the coefficients.

\[
\mu_c = \frac{1}{n} \sum_{j} G(X^{\text{vis}}) \cdot x^{\text{vis}}_j \tag{3}
\]

\[
\sigma_c = \sqrt{\frac{1}{n} \sum_{j} (G(X^{\text{vis}}) \cdot x^{\text{vis}}_j - \mu_c)^2} \tag{4}
\]

To obtain enhanced local feature \( x^{\text{vis}}_i \), \( x^{\text{vis}}_i \) is scaled by the weight matrix \( A(X^{\text{vis}}) \) via a sigmoid function:

\[
x^{\text{vis}}_i = x^{\text{vis}}_i \cdot \text{sigmoid}(A(x^{\text{vis}}_i)) \tag{5}
\]
each patch $x_{ei}^{vis}$, as shown in (5), we can find the most similar feature $f_t^m$ in patches $x_{e1}^{vis}, x_{e2}^{vis}, \ldots, x_{et}^{vis}$, $t$ is the number of remaining patches.

$$f_t^m = \max \left( \frac{\langle x_{ei}, (x_{e1}, x_{e2}, \ldots, x_{et}) \rangle}{\|x_{ei}\| \|x_{e1}, x_{e2}, \ldots, x_{et}\|} \right) \tag{5}$$

where $\langle \cdot, \cdot \rangle$ represents the inner product. Then $x_{m}^{vis}$ and $f_t^m$ are added to form $x_{m}^{vis}$ as follows:

$$x_{m}^{vis} = x_{ei}^{vis} + f_t^m \tag{6}$$

Then, we utilize the contextual information between patches to learn the dynamic attention matrix, which improves the correlation between local features from non-occluded areas. As shown in Fig. 3, after obtaining patch features $X^{vis}_{e}$, $x_{ei}^{vis}$ is fed into three linear projections to generate query $Q$, key $K$, and value $V$, where $\sqrt{d}$ is utilized to normalize for numerical stability. In the same way, the query $Q$, key $K$, and value $V$ from $x_m$ can be obtained. In (8), we utilize $Q$, $K$, and $V$ to generate attention matrix $W$.

$$Attention(Q,K,V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) \cdot V, \tag{7}$$

$$W = W_{\alpha} W_{\beta} [K_m, Q_i] \tag{8}$$

where $W_{\alpha}$ and $W_{\beta}$ represent the weight matrices with and without ReLU activation function, respectively. $[K_m, Q_i]$ represents the concatenation of query $Q$ and key $K$. Then, we compute the feature map by aggregating $V$ according to the contextual attention matrix $W$ to obtain dynamic attention $W_{\text{dyn}}$:

$$W_{\text{dyn}} = V_i \otimes W \tag{9}$$

where $\otimes$ denotes the local matrix multiplication operation. By this way, $W_{\text{dyn}}$ captures the dynamic feature interaction between patches. The patch relation feature $x_{ri}^{vis}$ is fused between the patch static context information $K_m$ and the dynamic context $W_{\text{dyn}}$. As shown in (10), each feature patch $x_{ri}^{vis}$ is the aggregation of $x_{ei}^{vis}$ and $v_{ri}^{vis}$, and the set of features is $X^{vis} = \{x_{1}^{vis}, x_{2}^{vis}, \ldots, x_{n}^{vis}\}$.

$$x_{ri}^{vis} = K_m + W_{\text{dyn}}, \quad \bar{x}_{ri}^{vis} = x_{ei}^{vis} + x_{ri}^{vis} \tag{10}$$

We apply a similar process to the infrared feature $X^{inf}$ and then obtain $\bar{X}^{inf} = \{\bar{x}_{1}^{inf}, \bar{x}_{2}^{inf}, \ldots, \bar{x}_{n}^{inf}\}$.

C. Modality Information Fusion Module

The modality information fusion module (MIFM) is designed to construct the relationship between features in visible and near-infrared modalities. We utilize intra-modality attention to model the dense intra-modality interactions (visible-visible and infrared-infrared). Then, inter-modality attention is proposed to model the inter-modality interactions (visible-infrared and infrared-visible).

In detail, as shown in Fig. 4, for the visible modality, the intra-modality attention is calculated by the dot product of the query $Q^{vis}$ with all keys $K^{vis}$, and dividing each by $\sqrt{d}$, then applying a $\text{softmax}$ function to obtain the attention weights on the values $V^{vis}$ by (7). To further mine the intra-modality representation capacity of the attended features, the multi-head self-attention (MHSA) is utilized. MHSA includes $h$ parallel ‘heads,’ which correspond to the independent scaled dot-product attention function. The attended output features $X^{\text{MHSA, intra}}_{vis}$ is given by:

$$X^{vis}_{\text{MHSA, intra}} = \text{MHSA} \left( Q^{vis}, K^{vis}, V^{vis} \right) = [\text{head}_1, \text{head}_2, \ldots, \text{head}_h] W^o \tag{11}$$

$$\text{head}_h = \text{Attention} \left( Q^{vis} W^Q, K^{vis} W^K, V^{vis} W^V \right) \tag{12}$$

where $W^Q, W^K, W^V$ are the projection matrices for $t$-th head. $h$ is the number of parallel ‘heads’.

Then, the output and input of the MHSA layer are connected by residual connections and a layer normalization (LN) in (13). The feed-forward network (FFN) consisting of two linear projections is applied after the MHSA layer, as shown (14).

$$X^{vis}_{LN} = LN \left( X^{vis} + X^{\text{MHSA, intra}}_{vis} \right), \tag{13}$$

$$X^{\text{intra}}_{vis} = LN \left( X^{vis}_{LN} + FFN \left( X^{vis}_{LN} \right) \right), \tag{14}$$

A similar process obtains $X^{\text{intra}}_{vis}$ of infrared modality. In this way, the intra-modality attention can mine the feature information within modality from a global view.

As shown in Fig. 5, after obtaining the $Q^{vis}, K^{vis}, V^{vis}$ and $Q^{inf}, K^{inf}, V^{inf}$ of the visible and infrared modalities from
(7), we utilize the inter-modality attention mechanism to interact with the feature information of the two modalities. The inter-modality attention takes two groups of input features $X_{vis}$ and $X_{inf}$, where $X_{vis}$ guides the attention for $X_{inf}$ and vice versa, and models the pairwise relationship between each paired samples $<x_{vis}^{i}, x_{inf}^{j}>$ from $X_{vis}$ and $X_{inf}$. Specifically, the $K_{vis}, V_{vis}, Q_{vis}$ from visible modality and the $K_{inf}, V_{inf}, Q_{inf}$ from infrared modality are fed into MHSA. Then output feature $X_{MHSA, inter}^{vis}$ and $X_{MHSA, inter}^{inf}$ can be denoted as follows:

$$X_{MHSA, inter}^{vis} = MHSA(Q_{vis}, K_{vis}, V_{vis}),$$
$$X_{MHSA, inter}^{inf} = MHSA(Q_{inf}, K_{inf}, V_{inf})$$

Similar to intra-modality attention, for $X_{MHSA, inter}^{vis}$ and $X_{MHSA, inter}^{inf}$, the next process is to adopt strategies (13) and (14). The finally output results $X_{inter}^{vis}$ and $X_{inter}^{inf}$ of inter-modality attention can be obtained through interacting the information of two modalities.

D. Total Loss

To learn discriminative features, we combine the identity loss $L_{id}$ and triplet center loss $L_{tc}$ [47], [48], [49] as our learning objective to simultaneously deal with both cross-modality discrepancy and intra-modality variations in the common feature space.

The $L_{id}$ aims to learn the discriminative feature representations by utilizing modality-specific information, which encourages an identity-invariant feature representation and distinguishes different persons within modality. The $L_{id}$ is denoted by:

$$L_{id} = - \sum_{i=1}^{N} y_i \log(p_i)$$

where $N$ is the number of identities, $y_i$ is the predicted probability, and $p_i$ is the groundtruth probability.

The $L_{tc}$ learns two intra-modality centers $(c_{vis}^{i}, c_{inf}^{i})$ for each class and requires samples from the same class to be closer to the center than samples from different classes. The triplet-center loss is as follows:

$$L_{tc} = \sum_{i=1}^{P} \left[ \rho + D \left(c_{vis}^{i}, c_{inf}^{j} \right) - \min_{j \neq i} D \left(c_{vis}^{i}, c_{vis}^{j} \right) \right]$$
$$+ \sum_{i=1}^{P} \left[ \rho + D \left(c_{inf}^{i}, c_{vis}^{j} \right) - \min_{j \neq i} D \left(c_{inf}^{i}, c_{inf}^{j} \right) \right]$$

where $P$ is the number of identities in a mini-batch. $c_{vis}^{i} = \frac{1}{M} \sum_{j=1}^{M} x_{vis}^{i,j}$ and $c_{inf}^{i} = \frac{1}{M} \sum_{j=1}^{M} x_{inf}^{i,j}$, $M$ denotes the number of single modality images, $x_{vis}^{i,j}$ and $x_{inf}^{i,j}$ represent the $j$-th features of visible and infrared modality in the $i$-th identity.

The $L_{tc}$ handles both the intra-class and inter-class variations simultaneously on visible and infrared modalities in the common feature space, and further ensures the intra-class feature compactness and enhances the distinguishability of inter-class features.

The training process of our approach is shown in Algorithm 1.

Before the training stage, the occluded datasets are constructed. During the training stage, given a mini-batch of images, we utilized LFEM and MIFM to obtaining the discriminative features and aggregate these features. The entire feature extractor containing LFEM and MIFM are trained together with the total loss. The total loss function can be represented as:

$$L_{total} = \alpha L_{id} + \beta L_{tc}$$

where $\alpha$ and $\beta$ are the balance parameters.

IV. OCCLUDED DATASETS

To facilitate the research on the Occluded VI-ReID, as shown in Fig. 6, we introduce two datasets named Occluded-SYSU-MM01 and Occluded-RegDB, derived from SYSU-MM01 [3] and RegDB [4].

To construct the occluded dataset, we refer to these single modality methods containing [21], [26], [50], [51], [52], [53], [54] in the single modality. [26] need a manually cropping operation to create partial person re-identification datasets. [50], [51] adopted the rectangle region by different colors to simulate occluded person, and [21], [54] utilized a black patch to generate occluded person. In addition, according to [53], in various real-world scenarios, common occlusions can be categorized into four locations (top, bottom, left, right) and two areas (half, quarter).

Following these methods, we simulate the occlusion environment in the real world on the visible light images and near-infrared images. In detail, half of the images of all pedestrians in the training set are occluded, all query images are occluded, and all gallery images are non-occluded. We use the black patch as the color of the occluded area. The occlusions can be categorized into four positions (top, bottom, left, right) and two areas (half, quarter), the position and area of occluded in each image are random.

As shown in Table II, Occluded-SYSU-MM01 dataset consists of 30,071 visible images (VISs) and 15,792 near-infrared images (NIRs) of 491 identities. The training set contains 395 identities, 22,258 VISs and 11,909 NIRs. The test set contains 96 identities, of which 3803 NIRs are used for the query and 301
randomly selected VISs are used as the gallery. The images are captured by 4 visible light cameras and 2 near infrared cameras. In all-search mode, all images are captured by four visible cameras. In indoor-search mode, the gallery set contains two indoor visible cameras. The occlusion positions of the image are randomly occluded up, down, left and right, and the size of the occlusion area is 1/2 or 1/4.

As shown in Table II, Occluded-RegDB dataset contains 412 identities and each identity has 10 VISs and NIRs. The training set includes randomly selecting 206 identities (with 2,060 images), and the test set contains the rest 206 identities (with 2,060 images). The images are captured by a visible light camera and a near-infrared camera. It has two different retrieval settings, including both visible-infrared and infrared-visible retrieval performance. The occlusion position of the image and the size of the occlusion area are random, top and bottom, left, right, and 1/2 or 1/4 respectively.

V. EXPERIMENTS

A. Datasets

1) Holistic Datasets: SYSU-MM01 dataset [3] captures pedestrian images through four visible cameras and two near-infrared cameras. It contains 30,071 visible images and 15,792 NIR images of 491 identities. 22,258 visible images of 395 identities and 11,909 NIR images composed the training set. In the test set, 3803 NIR images were used for querying and 301 randomly selected visible images were used as gallery.

RegDB [4] dataset is constructed by dual-camera (one visible and one near-infrared camera) systems, and includes 412 persons. Each person has 10 visible light images and NIR images. The randomly selected 206 identities are used in the training stage and the remaining equivalent for the testing stage.

2) Occluded Datasets: Details of Occluded-SYSU-MM01 and Occluded-RegDB datasets are presented in Section IV.

We conduct experiments on four VI Re-ID datasets including Occluded-SYSU-MM01 and Occluded-RegDB, SYSU-MM01 and RegDB, to evaluate the performance of our approach.

B. Experimental Settings

1) Evaluation Metrics: The Cumulative Matching Characteristic (CMC) and mean average precision (mAP) are used as evaluation metrics. CMC measures the probability that the correct image appears in the top-r retrieval results. Similar to the experiment setting of [9], [10], the results of Occluded-SYSU-MM01 are evaluated with all-search mode and indoor-search mode. On the Occluded-RegDB, two evaluation ways are used, i.e., visible-search-infrared (V-I) and infrared-search-visible (I-V), and the performance is averaged over ten trials on random training/testing splits.

2) Implementation Details: Our approach is implemented with PyTorch and trained on an NVIDIA 3090 GPU. Following the existing VI-ReID methods [5], [9], [10], [49], the ResNet50 [43] model pre-trained on ImageNet [44] is adopted as our CNN backbone network, which includes modality-specific networks for different modalities, and the remaining blocks are used as the modality-shared network. The input images are resized to $288 \times 144$. The initial learning rate is 0.1. The stochastic gradient descent (SGD) optimizer is adopted, and we set the momentum parameter to 0.9. The ViT [14] is used as our Transformer backbone network, the patches are generated with $3 \times 1$, and the number of heads is set to 128. The margin value $\rho$ is set to 0.5.

In this paper, we propose a new baseline that combines the advantages of ResNet50 and Transformer for better performance. The CNN-based VI-ReID approach is concerned with the ability to capture details of person images by considering local spatial contexts of different complexity, but is weaker in global feature modeling. The Pure-Transformer method (ViT) captures long-range dependencies and drives the model to focus on diverse human-body parts. Our baseline fuses the local features extracted in the CNN structure and the long-range dependencies captured in the Transformer structure to enrich feature representations.

C. Experimental Results

We compare our approach with state-of-the-art VI-ReID methods on four datasets (Occluded-SYSU-MM01, Occluded-RegDB, SYSU-MM01 and RegDB). These competing methods are all based on the ResNet50 network, including expAT [55], HAT [56], AGW [10], DDAG [9], JSIA [57], Hi-CMD [58], CAJ [12], cm-SSFT [8] and CM-NAS [11]. These methods adopt the same experimental settings as in this paper.

Results on Occluded-SYSU-MM01: As shown in Table III, our approach is largely superior to the existing state-of-the-art methods in all-search and indoor-search evaluation modes. We observe that our approach achieves 41.49%/40.07 Rank-1/mAP in all-search mode, which outperforms the CM-NAS [11] method by 7.02%/5.22%. A similar phenomenon occurs with the indoor-search mode, our approach leads the CM-NAS method by 11.28% and 10.65% on Rank-1 and mAP.

Results on Occluded-RegDB: As shown in Table IV, our approach is compared with the state-of-the-art methods and significantly outperforms these methods in visible-search-infrared (V-I) and infrared-search-visible (I-V) evaluation modes. In V-I
mode, our approach achieves 52.14% and 52.44% on Rank-1 and mAP, outperforming the cm-SSFT [8] method by up to 14.81% and 14.23%. In I-V mode, our method leads the cm-SSFT method by 13.27% and 14.33% on Rank-1 and mAP.

**Results on SYSU-MM01:** The comparison results on SYSU-MM01 are shown in Table V. We can observe that the proposed approach achieves competitive performances compared with state-of-the-art methods. Specifically, in the Rank-1/mAP, our approach achieves 72.98%/68.33% and 79.59%/82.95% in all-search and indoor-search modes, leads CAJ [12] method 3.10% and 3.33% in Rank-1 under two modes.

**Results on RegDB:** The comparison results on RegDB are shown in Table VI. The proposed approach outperforms existing SOTA by large margins. Specifically, our approach achieves the Rank-1 accuracy of 88.44% and mAP of 87.37% in V-I mode, and Rank-1 accuracy of 80.03% and mAP of 86.20% in I-V mode, and significantly improving the Rank-1 by 3.41% and mAP 8.23% in V-I mode over the CAJ [12] method.

In addition, to our best knowledge, there are currently appeared two Transformer-based methods including SPOT [18] and DFLN-ViT [48] in the VI-ReID task. We have added a comparison of the two methods in Tables V and VI. As shown in Table V, we find that our approach outperforms DFLN-ViT and SPOT by a large margin in Rank-1 and mAP on the SYSU-MM01 dataset. As shown in Table VI, our approach leads SPOT method, and compared to DFLN-ViT, our method lags behind...
The experimental results on the above four datasets (Occluded-SYSU-MM01, Occluded-RegDB, SYSU-MM01, and RegDB) show that our method outperforms on both occluded and non-occluded datasets, and existing methods perform poorly under different noise occlusions. The reason for this phenomenon is that the existing methods rely on the complete pedestrian image to construct a model. These methods are often disturbed by the noise in the occluded region when faced with occluded image, which degrades the recognition performance.

Our approach achieves excellent performance by enhancing the saliency of local features and mining the relationship between local features to improve feature discrimination.

D. Ablation Study

This subsection studies the effectiveness of each module involved in our approach on Occluded-SYSU-MM01 (all-search and indoor-search modes). “B” denotes the “Baseline” combining ResNet50 and ViT with the common learning objectives $L_{id}$ and $L_{etc}$. “L” represents the local feature enhance module (LFEM), and “M” denotes the modality information fusion module (MIFM).

As shown in Tables VII and VIII, we observe that Baseline has already achieve much better performance than the compared models in Tables III and IV. The reason is that Baseline adopts CNN method (ResNet50) and Transformer method (ViT) as the basic structure, which incorporates the advantages of the CNN method (achieving some degree of shift, scale, and distortion invariance) and the advantages of the Transformer method (captures long-range dependencies and drives the model to attend to diverse human-body parts).

As shown in Table VII, the effectiveness of each component is revealed in all-search and indoor-search. Comparison index 1 with index 2, we observe that LFEM leads “B” by 5.15%/6.13% and 2.75%/5.39% in Rank-1/mAP in all-search and indoor-search. A similar increase also appears on the MIFM, the results of MIFM are 4.44%/4.84% and 1.94%/4.27% ahead of “Base” in Rank-1/mAP in all-search and indoor-search. Meanwhile, we observe a more significant improvement in the effect of using both LFEM and MIFM. In all-search mode on Rank-1 and mAP, an increase of 7.41% and 7.54%, respectively. As shown in Table VIII, a similar growth phenomenon also occurs in Occluded-RegDB dataset.

As shown in Fig. 7, we show the visualization diagram of the Baseline and Baseline + LFEM on the Occluded-SYSU-MM01 dataset. We observe that LFEM can effectively enhance the saliency of local features, e.g., for pedestrians 2, 4, 5 and 6, LFEM enhances local features such as shoulders, posture, legs and arms of pedestrians, respectively, and for pedestrians 1 and 3, LFEM significantly enhances local features including waist and chest of pedestrians.

Meanwhile, we notice that B+L tends to outperform B+M in the Occluded-SYSU-MM01 dataset, while B+M tends to outperform B+L in Occluded-RegDB dataset. We consider the following two reasons for this phenomenon: 1) as shown in Fig. 8,
TABLE IX
COMPARISON WITH STATE-OF-THE-ARTS ON THE OCCLUDED-SYSU-MM01 DATASET WITH DIFFERENT COLOR PATCHES

<table>
<thead>
<tr>
<th>Occlusion type</th>
<th>Black patch</th>
<th>Gray patch</th>
<th>White patch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All-search</td>
<td>Indoor-search</td>
<td>All-search</td>
</tr>
<tr>
<td>Method</td>
<td>R1 mAP</td>
<td>R1 mAP</td>
<td>R1 mAP</td>
</tr>
<tr>
<td>AGW [10]</td>
<td>18.20 20.88 22.24 32.27</td>
<td>19.22 22.18 24.09 34.26</td>
<td>18.96 22.78 23.01 32.71</td>
</tr>
<tr>
<td>CAJ [12]</td>
<td>31.50 31.72 36.96 46.92</td>
<td>33.00 34.82 37.55 44.38</td>
<td>30.50 31.90 37.46 45.79</td>
</tr>
<tr>
<td>CM-NAS [11]</td>
<td>34.77 34.85 34.01 43.34</td>
<td>38.61 40.52 42.19 30.78</td>
<td>30.64 32.88 37.76 44.37</td>
</tr>
<tr>
<td>Our</td>
<td>41.49 40.07 45.29 53.99</td>
<td>42.02 43.11 45.15 55.46</td>
<td>39.65 40.53 42.26 50.76</td>
</tr>
</tbody>
</table>

we can observe that the variation of pedestrian’s pose and actions is richer in Occluded-SYSU-MM01 dataset than in Occluded-RegDB dataset, and the sharpness of the images is significantly higher than in Occluded-RegDB dataset. LFEM needs to learn rich pedestrian features (containing the variation of pedestrian's actions and pose) to enhance the saliency representation of local features. 2) we observe that in the Occluded-RegDB dataset, the difference between the visible and NIR image modalities is much larger than the difference between the modalities in the Occluded-SYSU-MM01 dataset. The MIFM is more focused on handling the differences between modalities by co-modeling intra-modality information and inter-modality information interaction.

In summary, these meaningful improvements demonstrate that enhancing the saliency representation of local features and correlating the relationships between local features can enhance the discriminative power of global features. Intra-modality information enhancement and inter-modality information interaction effectively alleviate modality differences.

E. Discussion on Patches With Different Occlusion Colors

We validate the design of our approach by varying the occlusions color. As shown in Fig. 9, we use black, gray and white patches (random up and down, left and right positions, occlusion area size is random 1/2 and 1/4) to occlude pedestrian images on the SYSU-MM01 dataset. As shown in Table IX, the experimental results of our approach and the AGW [10], CAJ [12] and CM-NAS [11] methods under these three color occlusions. We observe that these methods perform better on gray occluded images than on the remaining two color occluded ones, while performing worse on white occluded images. Importantly, our method leads the other methods substantially on all three color occluded images. In our occluded VI-ReID, we use the occlusion of the black patch in our datasets.

F. Parameter Analysis

As shown in Fig. 10, we analyze the impact of different values of parameters $\alpha$ and $\beta$ on the Occluded-SYSU-MM01 dataset. The parameters $\alpha$ and $\beta$ control the weights of two modules in the total loss, which facilitate the learning of stronger discriminant features. By fixing the $\beta = 1.8$, we increase the parameter $\alpha$ from 0.2 to 1.8 to obtain the best setting $\alpha$. Meanwhile, we fix the $\alpha = 1.0$ to change parameter $\beta$ from 1.0 to 2.4. We can conclude that when $\alpha = 1.0$ and $\beta = 1.8$, all-search and indoor-search modes reach optimal performance with 41.49% and 45.29% in Rank-1.

G. Visualization

Visualization of Qualitative Results: As shown in Fig. 11, we demonstrate the Rank-10 retrieved results of selected several queries from the Occluded-SYSU-MM01 dataset. For each occluded query image on the left, the two rows of images on the right show top 10 matching images of our approach and “Baseline”. We can observe that our approach effectively overcomes the noise interference in occluded regions and correctly identifies the same pedestrian image (green boxes). As a comparison, the “Baseline” is very sensitive to occlusion and returns a large number of falsely matched pedestrian images (red boxes). In summary, our approach is stable and robust on the Occluded-SYSU-MM01 dataset.
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Fig. 11. The top ten retrieved results of four randomly selected images from the Occluded-SYSU-MM01 dataset (including quarter and half range occlusions in the upper, lower, left, and right regions of the image). (a) Our approach, (b) Baseline. The green boxes mean the correct matchings and the red boxes mean the wrong matchings. Each infrared query has four true matches at most.

Fig. 12. The visualization of heatmaps on the Occluded-SYSU-MM01 dataset. (a) Input images, (b) ResNet50 method, (c) ViT method, (d) Our approach.

VI. CONCLUSION

In this paper, we focus on realistic occluded visible-infrared person re-identification scenario, and introduce two occlusion datasets (Occluded-SYSU-MM01 and Occluded-RegDB) to simulate this scenario. Meanwhile, a matching framework has been proposed to tackle the Occluded VI-ReID in this scenario, which consists of local feature enhance module (LFEM) and modality information fusion module (MIFM). LFEM enhances the local feature saliency representation by exploring plentiful contextual information. MIFM constructs the dense intra-modality interaction mechanisms and the inter-modality interaction mechanism to mine intra-modality feature representations and fuse the information from two modalities, respectively.

Extensive experiments performed on four datasets (two occluded datasets and two non-occluded datasets) show that our approach achieves better performances than most state-of-the-art methods. The ablation studies sufficiently validated the effectiveness of each module of our approach. Meanwhile, in the section of visualization, it can be observed that our approach can focus more on the features of non-occluded regions and the performance of matching is excellent.
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