
Contents lists available at ScienceDirect

Pattern Recognition

journal homepage: www.elsevier.com/locate/pr

Learning robust and discriminative low-rank representations for face
recognition with occlusion

Guangwei Gaoa,b,c,⁎, Jian Yangd, Xiao-Yuan Jingb,e, Fumin Shenf, Wankou Yangg, Dong Yuea,b

a Institute of Advanced Technology, Nanjing University of Posts and Telecommunications, Nanjing, China
b Jiangsu Engineering Laboratory of Big Data Analysis and Control for active distribution network, Nanjing University of Posts and Telecommunications,
Nanjing, China
c Fujian Provincial Key Laboratory of Information Processing and Intelligent Control (Minjiang University), Fuzhou, China
d School of Computer Science and Engineering, Nanjing University of Science and Technology, Nanjing, China
e School of Automation, Nanjing University of Posts and Telecommunications, Nanjing, China
f School of Computer Science and Engineering, University of Electronic Science and Technology of China, Chengdu, China
g School of Automation, Southeast University, Nanjing, China

A R T I C L E I N F O

Keywords:
Face recognition
Low-rank matrix recovery
Nuclear norm

A B S T R A C T

For robust face recognition tasks, we particularly focus on the ubiquitous scenarios where both training and
testing images are corrupted due to occlusions. Previous low-rank based methods stacked each error image into
a vector and then used L1 or L2 norm to measure the error matrix. However, in the stacking step, the structure
information of the error image can be lost. Depart from the previous methods, in this paper, we propose a novel
method by exploiting the low-rankness of both the data representation and each occlusion-induced error image
simultaneously, by which the global structure of data together with the error images can be well captured. In
order to learn more discriminative low-rank representations, we formulate our objective such that the learned
representations are optimal for classification with the available supervised information and close to an ideal-
code regularization term. With strong structure information preserving and discrimination capabilities, the
learned robust and discriminative low-rank representation (RDLRR) works very well on face recognition
problems, especially with face images corrupted by continuous occlusions. Together with a simple linear
classifier, the proposed approach is shown to outperform several other state-of-the-art face recognition methods
on databases with a variety of face variations.

1. Introduction

Object classification is a fundamental problem in pattern recogni-
tion community [1–16]. Due to the advantages of non-intrusive natural
and high uniqueness, face recognition has been an interesting and
active topic in many ubiquitous biometrics applications [17–32], such
as surveillance, human machine interaction, access control, photo
album management in social media. In the past few decades, regression
based face recognition approaches have led to state-of-the-art perfor-
mance [33–44]. The representative ones are sparse representation-
based classification (SRC) [33] and linear regression-based classifica-
tion (LRC) [34]. SRC solves an L1-norm minimization problem for a
test input by deriving the sparse coefficients for the training data, and
then uses the coding coefficients associated with each class to calculate
the distance from the query sample to each class. Many following works
of SRC have been reported for vision problems, e.g., super-resolution

[45], facial expression recognition [46] and visual tracking [47], etc. On
the other side, Naseem et al. [34] proposed LRC for face recognition.
Based on an assumption that samples from a specific object class lie on
a linear subspace, LRC represents a test image as a linear combination
of training images of each class. Yang et al. [48] gave an insight into
SRC and sought reasonable supports for its effectiveness. They thought
that the L1-regularizer has two properties, sparseness and closeness.
Sparseness determines a small number of nonzero representation
coefficients and closeness makes the nonzero representation coeffi-
cients concentrating on the training samples having the same class
label as the test sample. Based on the discussion about the working
mechanism of SRC, Zhang et al. [36] demonstrated that the role of
collaboration between classes in representing a query image is more
important than that of the sparsity constraints. In their work, a
collaborative representation-based classification (CRC) model is pre-
sented with a squared L2-regularization which achieves competitive
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performance in terms of accuracy but with significantly lower complex-
ity than that of the sparse representation method.

It is worth noting that most previous works assume that both
training and testing images are taken under a well-controlled setting
(i.e., under reasonable illumination, pose, variations without occlusion
or disguise). Their performance will be degraded when the images are
contaminated. To further assess the robustness of the proposed
algorithm, test images are considered to be corrupted due to occlusion
or disguise in literatures. By introducing an identity matrix I as a
dictionary to code the outliers (e.g., corrupted or occluded pixels), SRC
[33] exhibits excellent robustness and produces promising perfor-
mance. However, SRC is not robust to contiguous occlusion such as
sunglasses and scarf, since the occlusion level has gone beyond the
breakdown point determined by the algorithm. By modeling the sparse
coding as a sparsity-constrained robust regression problem, Yang et al.
[49] modified the SRC framework for handling outliers such as
occlusions in face recognition. He et al. [50] unified the algorithms
for error correction and detection by using the additive and the
multiplicative forms respectively, and established a half-quadratic
framework to solve the problem of robust sparse representation.
Yang et al. [51–54] used nuclear norm to describe the structural
characteristics of error image and proposed nuclear norm based matrix
regression and matrix decomposition model, which is robust for face
recognition with occlusion and illumination changes and for occluded
image recovery. Unfortunately, the performance of the above methods
will be degraded if both training and testing images are corrupted,
since none of them take the possible corruption in training images
into account.

Low-rank matrix recovery, which determines a low-rank matrix
from corrupted input data, has been successfully applied to applica-
tions including salient object detection [55], background subtraction
[56], visual tracking [57] and image denoising [58]. Recently, this
technique has been applied for multi-class classification. Chen et al.
[59,60] used robust principle component analysis (RPCA) [61,62] to
first remove noise from the training data class by class. Then traditional
PCA plus SRC were employed for feature extraction and recognition.
Motivated by low-rank matrix recovery, Ma et al. [63] presented a
discriminative low-rank dictionary learning algorithm to learn a low-
rank dictionary class by class for sparse representation-based face
recognition. Although the above matrix recovery based methods have
received promising results in case that both the training and testing
images are corrupted, they remove noise from training samples class by
class. This process is computationally expensive when the number of
classes is large. On the other hand, the class-by-class strategy ignores
the correlation between different classes.

As an extension of RPCA, low-rank representation (LRR) [64] was
originally presented to segment subspace from a union of multiple
subspaces. LRR can capture the global structure of data and perform
robust subspace segmentation from the corrupted data. Later, Liu et al.
[65] proposed a latent low-rank representation (LatLRR) algorithm to
integrate subspace segmentation and feature extraction into a unified
framework. LatLRR is able to robustly extract salient features from
corrupted data for classification. Similarly, Yin et al. [66] proposed a
double low-rank matrix recovery method by considering the recovery of
row space and column space information simultaneously. In literatures
[65,66], one of the low-rank matrices was used as projection function
to extract salient features for classification. By introducing an idea
regularization term into the objective of LRR, Zhang et al. [67]
proposed to learn a structured low-rank representation from contami-
nated training samples for classification. A discriminative low-rank
representation with respect to the constructed dictionary is obtained
and a simple yet powerful linear multi-classifier is performed on this
representation for classification tasks.

In previous low-rank based methods, each error image is stacked
into a vector and all the representation residuals form an error matrix,
which is characterized by the L1 or L2 norm. However, after this

stacking step, the structure information of the image may be ignored.
Meanwhile, characterizing the representation error pixel by pixel
individually may neglect the whole structure of the error image. To
capture the low-rank structure information in the error image,
particularly with occlusion-induced errors, we introduce the low-rank
assumption to characterize the representation and error term simulta-
neously: the representations form a low-rank matrix, which can
capture the global structure of data and encode the pairwise affinities
between data vectors; each error image is also a low-rank matrix, which
can directly characterize the holistic structure of the occlusion-induced
error image individually. Label information from the training data is
then incorporated by adding an ideal-code regularization term to the
objective function of our model. In addition, the classification error
constraint is included to make the learned representation optimal for
final classification purpose. With the above low-rank assumption,
ideal-code regularization term and classification error constraint, we
are able to learn a robust and discriminative low-rank representation
(RDLRR) for face recognition with occlusions. RDLRR aims to reveal
the global structure of data in vector representation space and remove
the low-rank error in original image space simultaneously. After
obtaining the robust and discriminative representation, we also use a
simple yet powerful linear multi-classifier for classification tasks. Our
extensive experiments will verify the effectiveness and robustness of
the proposed method.

The reminder of the paper is organized as follows. Section 2 briefly
reviews related works on low-rank matrix recovery for classification. In
Section 3, we present our proposed algorithm based on low-rank
representation, including the optimization details. Additionally, we also
provide the complexity analysis and convergence analysis in this
section. Section 4 evaluates the performance of the proposed methods
on several commonly used face recognition databases. Section 5
concludes this paper.

2. Low-rank matrix recovery for classification

In this section, we first review two popular low-rank matrix
recovery models, including robust principal component analysis
(RPCA) and low-rank representation (LRR). Then, we introduce the
classification scheme based on robust representation.

2.1. Low-rank matrix recovery

Principal component analysis (PCA) [68] is a well-known dimen-
sion reduction technique for image reconstruction and classification
purpose. Despite its efficiency and effectiveness, PCA is known to be
sensitive to errors with large magnitudes. When the data is contami-
nated (occlusion or disguise), the reconstruction and classification
performance of PCA deteriorates rapidly. A number of approaches have
been proposed in literatures to address this problem, including the
introduction of L1-norm variance [69], and low-rank matrix recovery
[61,62].

Low-rank matrix recovery aims at decomposing data matrix X into
two matrixes A and E, where A is a low-rank matrix and E is the
corresponding sparse error matrix. To recovery the low-rank approx-
imation A from X, Low-rank matrix recovery needs to solve the
following minimization problem:

λ s tA E X A Emin * + . . = + ,
A E,

1 (1)

where λ is a parameter that controls the sparsity of the noise matrix E,
||A||* is the nuclear norm (i.e., the sum of the singular values) of A, ||
E||1 is the L1-norm (i.e., the sum of the absolute values of each entry)
of E. As proved in [61], under some suitable assumptions, it is possible
to recover both the low-rank and the sparse components exactly by
solving a convenient convex program. Model (1) assumes that all data
vectors in X are coming from a single subspace. Chen et al. [59, 60]
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used this model to remove noise from training samples class by
class, this process can be computationally expensive for large number
of classes.

In many cases such as face recognition, the underlying dataset is a
union of multiple subjects. Samples of one subject may be drawn from
the same subspace, while samples of different subjects are from
different subspaces. LRR [64] seeks the lowest-rank representation
among all the candidates that represent all samples as the linear
combination of the bases in a dictionary. A more general rank
minimization problem is formulated as:

λ s t EZ E X DZmin * + . . = + ,
Z D E, ,

1 (2)

where D is a dictionary that linearly spans the data space and Z is the
lowest-rank representation of data X over dictionary D. By choosing
the dictionary D = I, Eq. (2) degenerates to Eq. (1). So LRR can be
regarded as a generalization of RPCA. LRR can capture the global
structure of data, giving a more effective tool for robust subspace
segmentation and other applications.

2.2. Classification

An easy yet powerful linear classifier is used for classification tasks
[67,70]. Denote by Z the low-rank representation of training data X
and by Ztest the low-rank representation of test data Xtest over the
dictionary D respectively. The multivariate ridge regression is used to
train a linear classifier Ŵ:

τW H WZ Wˆ = arg min − + ,
W

2
2

2
2

(3)

where H is the class label matrix of data X and τ > 0 is a parameter.
Since Eq. (3) is a standard regression model, we can yield its close-form
solution by H τW Z ZZ Iˆ = ( + )T T −1. Then label for test sample repre-
sentation zi (the ith column in Ztest) is given by:

Algorithm 1:. Low-rank matrix recovery for classification.

Input: Training data X, dictionary D, testing data Xtest, class
label matrix H and parameters λ and τ
Step 1: Obtain the low-rank representation Z from X by opti-
mizing (2)
Step 2: Perform low-rank decomposition onXtestwith dictionary
D

λ s tZ E X DZ Emin * + . . = + ,test test test test
Z E,

test 1
testtest

Step 3: Given the low-rank representation Z of training data X,

learn the linear classifier Ŵ by Eq. (3)

Output: For each zi, identity (zi) ←arg s zWmax ( = ˆ )
k

i

k arg s zW= max ( = ˆ ),
k

i
(4)

where s is the class label vector of test sample representation zi.
Algorithm 1 summarizes the procedure of integrating low-rank matrix
recovery and linear classifier for recognition.

3. Learning robust and discriminative low-rank
representation for face recognition

3.1. Motivation

LRR has been successfully employed to segment data drawn from a
union of multiple linear (or affine) subspaces. It aims at finding the
lowest-rank representation of a collection of vectors jointly. Also, LRR
gives a way to recover the corrupted data drawn from multiple
subspaces. We give an example by selecting a set of face images from
the Extended Yale B database [71]. Each image has 96×84 pixels. For
each subject, three images are randomly selected and imposed block

... =

×...

Low Rank

... ...

Fig. 1. Illustration of image decomposition with low-rank assumption. (a) Original images, (b) Recovered images, (c) Error images.
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occlusion. In this case, for classification purpose, it is desired to obtain
the robust and discriminative representation and remove the occlusion
simultaneously. In Fig. 1, we decompose (a) into (b) and (c). The
images in Fig. 0.1(b) (i.e., DZ) are called “corrected images” and the
ones in Fig. 0.1(c) (i.e., E) are called “error images”. By capturing the
global structures and correcting the corruptions in a joint way, we have
the following observations: (i) when the subspaces are independent, it
is proved that there is a lowest-rank representation that reveals the
membership of the samples: the within-cluster affinities are dense, and
the between-cluster affinities are zeroes; (ii) each “error images” itself
can be regarded as a low-rank matrix, refer to Fig. 0.1(c).

The block-diagonal affinity matrix Z can capture the global
structure of data and encode the pairwise affinities between data
vectors: samples within each class will demonstrate similar basic
structures, while between-class samples will have different structures.
The matrix Z can form a low-dimensional vector representation space
and be assumed to be low-rank. Nevertheless, for “error images”, we
consider it individually in the original image space. Our purpose is to
decompose the data matrix X into two parts DZ and E, where Z is a
low-rank matrix in vector representation space, while E contains a
series of low-rank noise images in original image space.

3.2. Problem formulation

Given a set of n images X1, X2,…, Xn∈ℜp×q from k classes, each
image Xi may be contaminated by noise (occlusion, corruption,
illumination changes, etc.). Our goal is to decompose each image as
Xi= D(Zi) + Ei, where D(Zi) = z1iD1 +z2iD2+…+ztiDt, and the model
is formulated as:

∑rank λ rank s t EZ E X DZmin ( ) + ( ) . . = + ,
Z i

n
i

E, D, =1i (5)

where X=[vec(X1), vec(X2),…, vec(Xn)], D=[vec(D1), vec(D2),…,
vec(Dt)] and E=[vec(E1), vec(E2),…, vec(En)]. The rank minimization
problem is NP-hard, and in most cases there are no efficient algorithms
that yield exact solutions. A popular heuristic is to replace the rank
function with the nuclear norm. The nuclear norm is a convex
relaxation of rank function and it has been shown that nuclear norm
based models can obtain the optimal low rank solution in a variety of
scenarios [61]. The following nuclear norm optimization problem
provides a good surrogate for problem (5):

∑λ s tZ E X DZ Emin * + * . . = + .
Z i

n
i

E, D, =1i (6)

The data matrix can be rewritten as X =[Y1, Y2,…, Yk] (Yi R∈ m n× k

denotes the dataset of the ith class, each column of Yi is a sample of
class i and nk denotes the training number of class k) and the
dictionary D =[D1, D2,…, Dk] contains k sub-dictionaries where Di

corresponds to class i. The representation coefficients of Xiover D can
be denoted as Zi =[Zi,1; Zi,2;…; Zi,k], where Zi,jis the representation
coefficient of Xi corresponds to Dj. To obtain a low-rank and
discriminative data representation, the dictionary D should have a
powerful discriminative ability. The latent dictionary can encourage the
data from the same class to have similar representations and those
from different classes to have dissimilar representations. In other
words, the sub-dictionary Dishould be able to well represent Yi, and
there is Yi = DiZi,i+ Ei. Zi,j, the representation coefficients of Yiover
Dj(i‡j), are nearly all zeroes. It means that the non-zero coefficients of
samples Yi will only sparsely concentrate on the sub-dictionaries Di.

Suppose that Q =[q1, q2,…, qs]∈ℜt×n is the representation codes
for X over dictionary D. We say that Q=qi =[0,…,1,1,…, 0]∈ℜt is an
ideal discriminative representation codes for classification correspond-
ing to the input signal xi if the nonzero elements of qi occur at those
indices where the input signal xiand the dictionary atom dk share the
same label. For example, assuming data matrix X=[x1, x2,…, x7] and
dictionaryD=[d1, d2,…, d6], where x1, x2, d1 and d2 are from class 1, x3,

x4, x5, d3 and d4 are from class 2, and x6, x7, d5 and d6 are from class 3,
Q can be constructed as

⎡

⎣

⎢⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥⎥

Q ≡

1 1 0 0 0 0 0
1 1 0 0 0 0 0
0 0 1 1 1 0 0
0 0 1 1 1 0 0
0 0 0 0 0 1 1
0 0 0 0 0 1 1

,

where each column corresponds to the discriminative representation
codes for an input signal. Although this decomposition might not lead
to minimal reconstruction error, low-rank and sparse Q is an optimal
discriminative representation for classification.

With the above definition and inspired by the work in [67, 70], we
also incorporate the label consistency regularization term into the
objective function. The regularization term encourages the desired
representation Z to be close to the optimal discriminative representa-
tion Q. To obtain discriminative representation, the objective function
in (6) is rewritten as

λ α

s t E

Z E Z Q

X DZ

min * + ∑ * + −

. . = + ,
Z i

n
i F

E, D, =1
2

i

(7)

where α control the contribution of regularization term.
The optimal representation of training and testing data can be

directly used for classification by a multiclass linear classifier as
described in Section 2.2. However, due to the learning of the
representation and classifier are separated, the learned representation
may not be optimal for final classification purpose. As in [70], we aim
to include the classification error in the objective function to make the
leaned representation optimal for classification. Our final objective
function can be formulated as follows:

λ α

s t E

Z E Z Q

X DZ

min * + ∑ * + −

. . = + , H = WZ,
Z D W i

n
i F

E, , , =1
2

i

(8)

where W∈ℜk×t denotes the classifier parameters. H=[h1, h2,…,
hn]∈ℜk×n are the class label of input signals X. hi=[0, 0,…,1,
…,0,0]t∈ℜk is the label vector of signal xi, where the position of
element “1” indicates the class of xi. In model (8), term E∑ *i

s
i=1

characterizes the individual reconstruction error, making the model
robust to block occlusion; term Z Q− F

2 denotes the discriminative
representation error, making the representation codes discriminative
between classes.

Compared with model (2), our model (8) uses a similar way to
characterize the desired representation: samples within each class have
similar structures, while between-class samples have different struc-
tures. The main difference between the two models is that model (2)
converts all error images into vectors and stacks them to form an error
matrix, which is assumed to be sparse. However, our model (8) looks at
noise images in the original image space and assumes each of them to
have low rank, characterized by nuclear norm.

There are some merits of using nuclear norm for structure error
characterization:

(1) Nuclear norm can better reflect variations of structure error than L1 or
L2 norm. Fig. 2 gives an example. In Fig. 2, image (a) is occluded by a
baboon block as shown in (b). The error image between (b) and (a) is
shown in (c). We re-arrange pixels of image (c) and obtain image (d).
In previous methods, L1 or L2 norm are usually used to characterize
the error image. However, these norms are based on pixel values, thus
ignore the structural information of the error image. For example, the
L2 norm (or L1 norm) values of image (c) is the same with that of
image (d). Hence, it is difficult to distinguish the differences between
(c) and (d). Fortunately, the nuclear norm values of images (c) and (d)
are 47.75 and 58.14, respectively.

(2) From the distribution perspective, we can see that the distribution
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of the error image does not follow Laplacian or Gaussian distribu-
tion in Fig. 2(e). As we all know, L1 norm provides an optimal
characterization for errors following the Laplacian distribution,
while L2 norm is optimal for Gaussian distribution. So, L1 and L2

norm cannot characterize this kind of structure error effectively.
Fortunately, as it can be seen from Fig. 2(f) that the singular values
of error image (c) fit the Laplacian distribution well. We know that
nuclear norm is the sum of all singular values of a matrix, which
can also be considered as L1 norm of the singular value vector.
Based on the above observations, we believe that nuclear norm is
more suitable to describe the structural error than L1 norm and L2

norm.

3.3. Optimization via inexact ALM

Inexact Augmented Lagrange multiplier (ALM), also called the
alternating direction method, has been used to solve many low-rank
problem [61,72]. In this sub-section, we will detail how the ALM is.

adopted to solve problem (8) efficiently. To solve optimization
problem (8), we first convert it to the following equivalent problem:

λ α

s t E Z J

J E J Q

X DZ H WZ

min * + ∑ * + −

. . = + , = , = .
Z D J W i

n
i F

E, , , , =1
2

i

(9)

The augmented Lagrange function L is given by:

L

λ α

Z D J W E Y Y Y
J E J Q

Y X DZ E Y H WZ Y Z J
X DZ E H WZ Z J

( , , , , , , , )
= * + ∑ * + −

+ < , − − > + < , − > + < , − >
+ ( − − + − + − ) ,

μ i

i
n

i F

μ
F F F

1 2 3

=1
2

1 2 3

2
2 2 2

(10)

where <A,B > =trace (ATB), Y1,Y2 and Y3 are the Lagrange multi-
plier, μ > 0 is a penalty parameter. The above problem is uncon-
strained. So it can be minimized with respect to Z, D, J, W and E,
respectively, by fixing other variables, and then updating the Lagrange
multiplier Y1, Y2 and Y3.

For convenience, let us rewrite the augmented Lagrange function
(10) as

L

λ α

E μ μ

J μ

Z D J W E Y Y Y
J E J Q

X DZ Y H Y

Z Y

Y Y Y

( , , , , , , , )
= * + ∑ * + −

+ ( − − + / + − WZ + /

+ − + / )

− ( + + ) ,

μ i

i
n

i F
μ

F F

F

μ F F F

1 2 3

=1
2

2 1
2

2
2

3
2

1
2 1

2
2

2
3

2
(11)

Updating J
Given Z, D, W and Ei, the objective function Lμ in Eq. (11) can be

rewritten as

⎛
⎝⎜

⎛
⎝⎜

⎞
⎠⎟

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

L α J μ

αTr

Tr J μ J μ

Tr

const

F const

J J J Q Z Y

J J Q J Q
Z Y Z Y

J J J Q Y Z J

J J Q Y Z

( ) = * + − + − + /

= * + (( − ) ( − ))

+ (( − + / ) ( − + / ))

= * + − 2 + +

+ 1

= * + − + + + 2,

μ F
μ

F

T

μ T

α μ T α
α μ

T
α μ

T μ
α μ

T

α μ α
α μ α μ

μ
α μ

2
2 3

2

2 2 3

2 +
2

2
2 +

1
2 + 3 2 +

2 +
2

2
2 +

1
2 + 3 2 +

2

(12)

where const1and const2 are constant terms, which are independent
with the variable J. The optimization problem can be expressed as

⎛
⎝⎜

⎞
⎠⎟

α μ

α
α μ α μ

μ
α μ

J J

J Q Y Z

= arg min 1
2 + *

+ 1
2

− 2
2 +

+ 1
2 +

+
2 +

.

k

F

J

+1

3

2

(13)

The optimal solution can be obtained by the singular value thresh-
olding operator. Specifically, given a matrix T ∈ℜp×q of rank r, its
singular value decomposition (SVD) is

0 5 10 15 20 25 30
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Fig. 2. (a) Original image; (b) observed image; (c) error image; (d) rearranged error image; (e) distributions of error image; and (f) distributions of singular values of error image.
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diag σ σT U ΣV Σ= , = ( ,…, ),p r q r
T

r× × 1 (14)

where σ1, …, σr are singular values, U and V are corresponding
matrices with orthogonal columns. For a given τ > 0, the singular value
shrinkage operator Dτ(•) is defined as follows

⎛
⎝⎜

⎞
⎠⎟D T diag σ τU V( ) = {max(0, − )} .τ p r j j r q r

T
× 1≤ ≤ ×

(15)

Theorem 1. [73]: For matrix T ∈ℜp×qand τ > 0, the singular value
shrinkage operator in (15) obeys.

⎛
⎝⎜

⎞
⎠⎟D T τ J J T( ) = arg min * + 1

2
− .τ F

J

2

(16)

From Theorem 1, the optimal solution of (13) is

⎛
⎝⎜

⎞
⎠⎟D α

α μ α μ
μ

α μ
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Updating Z.
Given J, D,W and Ei, the optimization problem can be reformu-

lated as

μ E μ μ

J μ

Z X DZ Y H Y

Z Y

= arg min
2
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+ − + / ).

k
F F

F

Z

+1
1

2
2
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3
2

(18)

This equation is a quadratic form in variable Z. Differentiating
Lμ(Z) with respect to Z, and let it be zero, we can obtain the optimal
solution as follows:

⎛
⎝⎜
⎞
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I

μ

Z W W D D W H D X D E J

D Y W Y Y

= ( + + ) + − +

+ + − .

k T T T T T

T T

+1 −1

1 2 3

(19)

Fig. 3. Convergence analysis of RDLRR algorithm with face recognition on (a) Extended Yale B database with illumination; (b)–(c) AR database with sunglass and scarf; (d)–(f)
Extended Yale B database occluded with unrelated block image, random block and mixed noise.

Fig. 4. Samples images of a person under different illumination conditions in the
Extended Yale B database from different sessions.
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Fig. 5. Recognition rate (%) of each method under different illumination conditions on
the Extended Yale B database.
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Updating D.
Given J, Z,W and Ei, D is the only variable in this sub-problem. So

Eq. (11) can be rewritten as

μ E μD X DZ Y= arg min
2

( − − + / ).k
F

D

+1
1

2

(20)

Setting the partial derivative of L with respect to D equal to zero, we
obtain

E μD X Y Z ZZ= ( − + / ) ( ) .k T T+1
1

−1 (21)

Updating E.
Given Z, D, W and J, the objective function Lμ in Eq. (11) can be

rewritten as
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where D(Zi) = z1iD1 +z2iD2+…+ztiDt, each Dj(j=1,…,t) is a matrix,
sum(X) sums all elements of matrix X, and symbol • denotes
Hadamard product. Each Ei(i=1,…,n) in (22) is separable and can be
solved one by one. Thus, the optimization problem can be reformulated
as

⎛
⎝⎜
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μ

E E E X Z Y= arg min * + 1
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1

2

i

(23)

By Theorem 1, the optimal Ei
k+1 can be obtained as follows:

⎛
⎝⎜

⎞
⎠⎟D D

μ
E X Z Y= − ( ) + 1 .i

k λ
μ i i
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1

(24)

Updating W.
Given Z,J and E, the optimization problem can be rewritten as

μ ηW H Y W= arg min − WZ + / + .k
F F

W

+1
2

2 2

(25)

We add a regularization term η W F
2 into (25) to make the solution

Fig. 6. Comparison of representations for testing samples from the first five classes on the Extended Yale B database. (a) CRC; (b) SRC; (c) RSC; (d) HQ_M; (e) NSC; (f) LRSI; (g) LSLR;
(h) RDLRR.

Fig. 7. Examples of image decomposition for testing samples on the Extended Yale B database. (a) original faces; (b) the recovered component DZ; (c) the noise component E.

Fig. 8. Samples images of a person under different illumination conditions in the CMU Multi-PIE database from different sessions.

Table 1
Comparisons of recognition rates (%) on the Multi-PIE database under different
illuminations.

Methods Session 2 Session 3 Session 4

CRC[36] 76.1 85.4 90.7
SRC[33] 77.8 86.2 92.6
RSC[49] 76.5 86.0 91.7
HQ_M[50] 77.8 87.9 91.2
NSC[52] 77.3 88.3 92.9
LRSI[59] 78.6 88.2 93.5
LSLR[67] 78.9 89.3 93.2
RDLRR 80.3 91.2 94.8
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more stable, where η is a small scalar variable (it is set as 0.001 in all
our experiments). Since problem (25) is a standard Ridge regression
model, we can get its close-form solution

μ ηW Y Z ZZ I= ( H + / ) ( + ) .k T T+1
2

−1 (26)

Algorithm 2. Solving Problem (8) by Inexact ALM.

Input: A set of Data matrices X1, X2,…, Xn∈ℜp×q, Dictionary D,
Parameters λ, α,

Output: Z, E
Initialize: W°,Z° = J° = E° = Y1° = Y2° =0,

μ = 10−6,maxμ = 101 °, ρ = 1.1, ε = 10−8

while εX D Z E− − >k k k+1 +1 +1
∞ or εZ J− >k k+1 +1

∞ do
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μ=min (ρμ, maxμ).
end while

Initialization
We need to initialize W0 for RDLRR. Given the initialized D0 (X in

this paper), we apply the original low-rank model (i.e., model (2)) to
compute the low-rank representation Z for training signals X. To
initialize W0, we employ the multivariate ridge regression model, with
the quadratic loss and L2 norm regularization, as follows:

ηW H WZ W= arg min − + ,F F
W

2 2

(27)

which yields the following solution:

ηW HZ ZZ I= ( + ) .T T −1 (28)

In summary, the pseudo code of our method to solve problem (8) is

Fig. 9. Sample images of a person from Session 1 in the AR database.

Table 2
Comparisons of recognition rates (%) with different percentages of disguise occlusion in the training set.

Methods 3/(2+3)=60% 3/(3+3)=50% 3/(4+3)=43% 3/(5+3)=38%

Sunglasses Scarf Sunglasses Scarf Sunglasses Scarf Sunglasses Scarf

CRC[36] 87.3 80.7 88.3 80.7 88.0 80.7 87.0 84.3
SRC[33] 88.7 80.0 90.0 81.3 89.3 82.7 88.0 85.3
RSC[49] 89.0 80.0 90.3 81.3 90.3 85.9 88.7 84.0
HQ_M[50] 89.3 76.7 89.3 79.7 89.7 78.0 88.0 83.3
NSC[52] 89.7 83.7 89.7 84.0 89.7 86.0 89.0 87.7
LRSI[59] 88.6 82.5 90.3 83.5 90.5 84.3 89.0 86.4
LSLR[67] 89.3 85.3 90.3 86.7 90.7 86.2 90.0 87.0
RDLRR 91.3 88.3 92.0 91.0 92.0 88.7 91.7 90.0

Table 3
Comparisons of recognition rates (%) with different percentages of disguise occlusion in
the training set.

Methods Sunglasses+Scarf

2/(4+2)=33% 4/(2+4)=67% 6/(0+6)=100%

CRC[36] 77.3 78.3 79.0
SRC[33] 78.7 79.5 79.8
RSC[49] 79.2 79.3 80.7
HQ_M[50] 79.5 79.5 80.7
NSC[52] 79.8 80.3 81.0
LRSI[59] 79.3 80.0 80.5
LSLR[67] 80.0 80.1 80.5
RDLRR 81.2 82.2 82.5
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shown in Algorithm 2.

3.4. Complexity analysis

Given the training sample size n and the image size p×q, letm=p×q.
For the convenience of analysis, we assume that the sizes of both X and
D are m×n in the following. The major computation of Algorithm 2 is
at Step 1 and Step 4, which requires computing the SVD of an n×n
matrix and n p×q matrices. For a matrix in ℜn×n, the exact SVD has a
computational complexity of O(n3), while for n matrices in ℜp×q, the
computational complexity is O(min(p2q, pq2)). In the case that p=q, the
computational complexity becomes O(m1.5). So, the computational
complexity of the algorithm is O(n3+nm1.5).

When the number of data samples n is large, the SVD process in

Step 1 will be time consuming. Fortunately, the computational cost can
be reduced by Theorem 4.3 of [64], which concludes that the optimal
solution Z*(with respect to the variable Z) to (9) always lies within the
subspace spanned by the rows of D, i.e., Z* can be expressed as
Z P Z* = * *∼

, where P* can be computed in advance by orthogonalizing
the rows of D. Thus, problem (9) can be equivalently transformed into
the following problem by replacing Z with P Z*∼

:

λ α

s t A E

Z E P Z Q

X Z BZ

min * + ∑ * + * −

. . = + , H = ,

∼ ∼

∼ ∼
A i

n
i F

Z B E, , , =1
2

∼
i

where A=DP*, B=WP*. Since the number of columns of A is at mostm
(assuming m≤n), the above problem can be solved with a complexity of

Fig. 10. Comparison of representations for testing samples from the first ten classes on the AR database. (a) CRC; (b) SRC; (c) RSC; (d) HQ_M; (e) NSC; (f) LRSI; (g) LSLR; (h) RDLRR.

Fig. 11. Examples of image decomposition for testing samples from two classes on the AR database.
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O(m2n+ nm1.5) by a similar way as Algorithm 2.
Considering the cost of orthogonalization and the number of

iterations, the complexity of Algorithm 2 is O(m2n) +O(k(m2n+
nm1.5)), where k is the number of iterations. The iteration number k
mainly depends on the choice of ρ: k is smaller while ρ is larger, and

vice versa. Although larger ρmay speed up the algorithm, it has the risk
of losing optimality to use large ρ[72]. Empirically, we always set
ρ=1.1.

3.5. Convergence analysis

For inexact ALM, which is a variation of exact ALM, its convergence
has been well studied when the number of blocks is at most two [72].
Up to now, it is still difficult to generally ensure the convergence of
inexact ALM with three or more blocks [74]. Since there are three
blocks in Algorithm 2 and the objective function (8) is not smooth, it
would be not easy to prove the convergence of Algorithm 2 in theory.

Fortunately, there actually exist some guarantees for ensuring the
convergence of Algorithm 2. According to the theoretical results in
[75], two conditions are sufficient (but may not necessary) for
Algorithm 2 to

converge: The first condition is that the dictionary matrix D is of
full column rank; the second one is that the optimality gap produced in
each iteration step is monotonically decreasing, namely, the error

ε LZ J= ( , ) − arg mink
k k

μ
FZ J,

2

is monotonically decreasing, where Zk (respectively, Jk) denotes the
solution produced at the kth iteration, arg minZ,JLμ indicates the
“ideal” solution obtained by minimizing the Lagrange function Lμ with
respect to both Z and J simultaneously. The first condition is easy to
obey since (8) can be converted into an equivalent problem where the
full column rank condition is always satisfied (see Section 3.3). For the
monotonically decreasing condition, although it is not easy to strictly
prove it, the convexity of the Lagrange function could guarantee its
validity to some extent [75].

In addition, we find that the RDLRR algorithm converges asymp-
totically in our experiments. Fig. 3 illustrates the convergence of
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Fig. 12. The recognition rates (%) of CRC, SRC, RSC, HQ_M, NSC, LRSI, LSLR and
RDLRR with the occlusion (unrelated block image) percentage ranging from 20 to 60.
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Fig. 13. The recognition rates (%) of CRC, SRC, RSC, HQ_M, NSC, LRSI, LSLR and
RDLRR with the occlusion (square random block) percentage ranging from 20 to 60.

20 30 40 50 60
0

10

20

30

40

50

60

70

80

90

100

Occlusion pecent
R

ec
og

ni
tio

n 
ra

te

CRC
SRC
RSC
HQ_M
NSC
LRSI
LSLR
RDLRR

Fig. 14. The recognition rates (%) of CRC, SRC, RSC, HQ_M, NSC, LRSI, LSLR and
RDLRR with the occlusion (mixture noise) percentage ranging from 20 to 60.
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RDLRR on some face database. Fig. 3(a) demonstrates that the value of
the objective function (8) almost tends to be stable after 15 iterations
on Extended Yale B database with illumination. Fig. 3(b)–(c) shows
that the value of the objective function (8) decreases fast and converges
after 15 iterations on AR database with sunglass and scarf. Fig. 3(d)–(f)
indicates that the value of the objective function (8) becomes stable
after 10 iterations on Extended Yale B database occluded with

unrelated block image, random block and mixed noise, respectively.

4. Experimental results and discussions

In this section, we evaluate our method on several face databases and
compare it with state-of-the-art methods: CRC [36], SRC [33], RSC [49],
HQ_M (Multiplicative form) [50], NSC [52], LRSI [59] and LSLR [67].

Fig. 15. Comparison of representations for testing samples from the first ten classes on the Extended Yale B database. (a) CRC; (b) SRC; (c) RSC; (d) HQ_M; (e) NSC; (f) LRSI; (g)
LSLR; (h) RDLRR.

Fig. 16. Recovered images and occluded parts for testing samples on the Extended Yale B database.

Fig. 17. Recognition rates of RDLRR with different parameters in different face recognition scenarios. (a) Parameter λ and (b) parameter α.
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CRC and SRC are tuned to achieve their best performance by choosing the
optimal regression parameters, while the parameter settings of other
methods follow the authors’ suggestions. It should be mentioned that here
all experiments are done on the original face images, without any feature
extraction and image preprocessing step. Also, in our experiments, both
training and testing data can be occluded.

4.1. Recognition with varying illumination

In this section, we evaluate the proposed method under different
illumination conditions. The first experiment was conducted on the
Extended Yale B database, which contains 38 human subjects under 9
poses and 64 illumination conditions [71]. The 64 images of a person
in a particular pose are acquired at a camera frame rate of 30 frames
per second. So the variations in head poses and facial expressions are
small for those 64 images. All frontal-face images marked with P00 are
used in this experiment, and each is resized to 96×84=8064 pixels. The
database is divided into five Subsets (see Fig. 4): Subset 1 is consisted
of 266 images (seven images per subject) under normal lighting
conditions; Subsets 2 and 3, each includes 12 images per subject,
characterizes slight-to-moderate illumination variations, while Subset
4 (14 images per subject) and Subset 5 (19 images per subject)
illustrate severe light variations. As we know, extreme illumination
change is a challenging task for most face recognition methods.
Therefore, we use Subset 4 for training and Subset 5 for testing.

Fig. 5 shows the recognition rates of all methods. From Fig. 5, we
can see that the proposed RDLRR achieves the best results among all
methods. Due to the presence of illumination in training set, the
(robust) regression based methods like SRC, RSC and HQ_M seem not
very robust to extreme illumination changes. By characterizing the
structure error using nuclear norm, NSC can produce better perfor-
mance than SRC, RSC and HQ_M. Both LRSI and LSLR obtain the
similar results as NSC in this case. Fig. 6 illustrates the representations
for the first five subjects. There are 14×5=70 training images and
19×5=95 testing images. The first line shows the testing images’
representations based on CRC, SRC, RSC and HQ_M. Figs. 6(e), 6(f)
and 6(g) are the representations based on NSC, LRSI and LSLR. In our
learned representation, shown in Figs. 6(h), images from the same
class show strong similarities. This representation is much more
discriminative than the others. We also show some decomposition
results in Fig. 7. The first three are original images. The middle and the
last three images are the recovered component and noise component,
respectively.

The CMU Multi-PIE database [76], which contains face images of
337 subjects recorded in four different sessions, was used in the second
experiment. In our experiments, we consider the training set of all 249
subjects in Session 1. For each of the 249 subjects, we select 7 frontal
neutral images with slight illumination changes for training. Thus,
training set has a total of 7×249=1,743 images. All subjects of Session
2, 3 and 4, each having 10 frontal neutral images with different
illumination variations are used or testing. All face images are
manually cropped and resized to 50×40=2,000 pixels. Example images
from the CMU Multi-PIE database are shown in Fig. 8. Table 1
tabulates recognition rates of all methods for the three test sets.
From Table 1, we can see that the proposed RDLRR always achieves
the best performance among all the methods. The robust representa-
tion methods like SRC, RSC, HQ_M and NSC also achieve similar
results in these tests. Note that the illumination conditions of images in
the Multi-PIE database are much better than those in the Extended
Yale B database. Those methods (such as LRSI, LSLR) designed for
recognition cases where both training and testing images are occluded
achieve competitive results in these tests.

4.2. Recognition with real disguise

The AR database [77] contains over 4000 color face images for 126

people, including frontal views of faces with different facial expres-
sions, lighting conditions and occlusions. For each subject, twenty-six
face images are taken in two separate sessions. There are thirteen
images for each session, in which three images with sunglasses, another
three with scarfs, and the remaining seven are with illumination and
expression changes and they are considered as clean/neutral images
(see Fig. 9 for example). All images are downsampled to 55×40=2200
pixels and converted to gray scale. In this experiment, a subset
containing 50 male and 50 female subjects was chosen. Experiments
are conducted under three different scenarios:

Sunglasses: We first consider occluded training images with the
presence of sunglasses, which occlude about 20% of the face. We
randomly select nc neutral image(s) plus 3 images with sunglasses
from Session 1 for training, and 3 images with sunglasses from Session
2 for testing. To assess the influence of the ratio 3/( nc+3) for robust
face recognition, we vary the number of nc from 2 up to 5.

Scarf: We consider occluded training images occluded by disguise
due to the presence of Scarfs, which occlude about 40% of the face. The
choice of the training and testing set is the same as that for the above
(Sunglasses) case.

Sunglasses+Scarf: For this case, the training images are oc-
cluded due to the presence of sunglasses and scarf. From Session 1, we
randomly select nsg image(s) with sunglasses plus nsc image(s) with
scarf for training (we fix nsg+nsc=6). The numbers of nsg and nscare
set to be the same, and they range from 1 to 3. The testing set consists
of 3 images with sunglasses and 3 images with scarf (all from Session
2). Note that the setting of this scenario is different from those in
Sunglasses and Scarf. The number of training images in the above
two cases varies with nc, while the number of training images in this
scenario is fixed at 6.

Tables 2, 3 show the recognition results of the above three scenarios
using different approaches. From these two tables, we can see that our
method generally outperforms all other methods across different
settings. In Table 2, we observe that for testing images with sunglass,
where the occlusion level (about 20%) is relatively low, there is no
significant performance difference between all these methods.
However, when the occlusion level becomes larger (about 40%), in
the case of images with scarves, the advantage of the proposed RDLRR
becomes evident. In addition, the difference in recognition rates of
other methods between the two scenarios is large, which demonstrates
that these methods are sensitive to the type of occlusions to some
extent. In contrast, our method has much smaller performance gap,
which illustrates that our method is much less sensitive to the type of
occlusions in the training set.

We visualize the representations for the first ten subjects under the
scarf scenario. There are 6×10=60 training images and 3×10=30
testing images. Figs. 10(a)–(d) shows the testing images’ representa-
tions based on CRC, SRC, RSC and HQ_M. Figs. 10(e)–(h) are the
representations based on NSC, LRSI, LSLR and our method. The
testing images automatically generate a block diagonal structure in
LSLR and our method, which is absent in other approaches.

The image decomposition examples are shown in Fig. 11. The first
row is the original occluded images. The second shows the recovered
component and the third is the separated noises. Our approach can
remove real disguise such as sunglasses and scarves from the original
images.

4.3. Recognition with random block occlusion

In this part, we test the robustness of our method to block
occlusion. We use Subset 1 of Extended Yale B for training and
Subset 2 for testing. In the first experiment, both the training and
testing images are corrupted by a randomly located square block of
“baboon” image with varying block size. The block size determines the
occlusion level of an image. Fig. 12 plots the recognition rates of each
method versus different occlusion levels (from 20% to 60%). We can
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see that with the increase of the occlusion levels, the proposed RDLRR
begins to outperform other methods. When occlusion level is no more
than 30%, LSLR achieves similar performance with RDLRR. When the
occlusion level becomes larger (more than 50%), the advantage of
RDLRR becomes evident. When occlusion level is 60%, the recognition
rate of RDLRR is 10%, 34.6%, 38.1% and 43.3% higher than that of
LSLR, NSC, RSC and SRC, respectively.

The setting of the second experiment is similar to that of the first
one. The only difference is that Subset 2 with square random block
whose elements are random numbers between 0 and 255 is used for
testing. The recognition rates of each method versus various occlusion
levels (from 20% to 60%) are shown in Fig. 13. Generally, the results in
Fig. 13 are consistent with those in Fig. 12. The proposed RDLRR
always achieves the best performance in both occlusion cases. The
performance of RSC and HQ_M are not good in this case. NSC achieves
comparable results when the occlusion level is low than 50%. The
performance difference between RDLRR and LSLR are not remarkable
as that in Fig. 12 when the occlusion level is equal or larger than 50%.
The recognition rates of CRC drop fast with the increase of the
occlusion levels.

In the third experiment, we also use Subset 1 and Subset 2 for
training and testing respectively. Each image is occluded with the
mixture noise (pixel corruption and block occlusion). Fig. 14 plots the
recognition rates of each method with different pixel corruption (and
block occlusion) levels (from 20% to 60%). It can be seen from Fig. 14
that the performance of each method degrades with the increase of the
mixture noise levels. However, the proposed RDLRR still achieves the
best results among all the methods. The recognition rates of HQ_M
and NSC are poor when facing the mixture noises. The probable reason
may be that each of HQ_M and NSC is designed to address the single
type noise.

Fig. 15 also shows the representations for the first ten subjects
under the mixture noise scenario with the occlusion percentage is 50%.
There are 7×10=70 training images and 12×10=120 testing images.
Our representation can preserve well the structure information through
representation similarity. Although the training images are severely
occluded, we are able to learn robust and discriminative representa-
tion. Fig. 16 shows some results of image decomposition on the
Extended Yale B database. We also list the results of LSLR [67]
method for comparison. From Fig. 16, we can observe that RDLRR can
better characterize the occlusion and capture more detailed informa-
tion of images than LSLR method.

4.4. Parameter discussion

In this part, we will study the impact of λ and α on the recognition
performance of the proposed method in different face recognition
scenarios. The experimental setting is the same as the above experi-
ments. In our experiments, we just change one parameter while fixing
the other one. For face recognition with illumination changes, Subset 4
of the Extended Yale B database is used for training and Subset 5 for
testing. For Multi-PIE database, Session 1 with slight illumination
changes is used for training and Session 2 for testing. For face
recognition with real disguise, 6 images (3 neutral images plus 3
images with sunglasses or scarf) in session 1 are used for training, 3
images with sunglasses or scarf in session 2 are used for testing. For
face recognition with occlusions, Subset 1 of the Extended Yale B
database is used for training and Subset 2 for testing (occlusion level is
40%).

Fig. 17 shows the recognition rates of RDLRR versus different
parameters in different face recognition scenarios. From Fig. 17(a), we
can see that RDLRR always achieves better performance when para-
meter λ is larger than 3. In Fig. 17(b), for face recognition with
illumination changes, Sunglasses and Scarf, RDLRR always achieves
better performance when parameter α is lower than 0.5. For face
recognition with occlusions, RDLRR always achieves stable perfor-

mance when α varies from 0.1 to 1.

4.5. Limitations

Similar to other representation-based methods for face recognition,
registered face images are needed for training and testing in our
method. In other words, such approaches cannot directly be applied for
recognizing face images with pose variations. Thus, these methods are
particularly favorable for applications such as access control, automatic
teller machine, or other security facilities. In such scenarios, one can
collect controlled (registered) training images in advance, and the test
image can be captured under the same (or very similar) environments.
However, if the registered face images are not available for either
training or testing (but only with shift and in-plane rotation variations),
one can apply existing image registration techniques like RASL [78],
which can alleviate the above limitations for representation-based
approaches.

5. Conclusions

In this paper, we proposed to learn robust and discriminative low-
rank representation (RDLRR) for robust face recognition in case that
both training and testing images are corrupted due to occlusion. By
introducing low-rank assumption to characterize the representation
and each error term simultaneously, RDLRR could capture the global
structure of data and the holistic structure of each error image. By
adding an ideal-code regularization term and the classification error
constraint, the learned representation was optimal for classification
purpose. After obtaining the robust and discriminative representation,
a simple yet powerful linear multi-classifier was used for final
classification tasks. Extensive experiments demonstrated that the
proposed RDLRR was robust to corruptions: illumination changes,
real disguise and block occlusion, and yielded better performances
compared to state-of-the-art methods.
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